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Abstract: In some systems failures do not occur suddenly, but they are a result of 
accumulation of a sequence of many gradual failures. In this paper we consider sys-
tems with equal gradual failures in which it is supposed that all failures can be re-
paired with same probability. We present a reliability model for this type of systems, 
calculate the reliability functions and give a simulation with Matematica. 
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1 Introduction 

There are systems in which complete failure of components occurs as a sequence of 
gradual failures. Such failures may change quality of a component, but usually a 
component still works. Combinations of gradual failures of components may change 
quality of the whole system and consequently system may have different states. Also 
the combinations of gradual failures may lead to complete system failure. We are fo-
cus on the systems which can be repaired to its perfect state, before total failure of it. 
In this paper we consider probabilistic aspect of this type of systems and propose a 
model in which components have equal probability for one level failure. In section 2 
we consider reliability of a unit component. Section 3 gives possibilities for approxi-
mate explicit calculation of density function of the time to first entry in some state. 
The systems with several components are considered in section 4. Here we give relia-
bility function for series systems and parallel systems in the case when intensity of 
failure is change on that way so the sum of the intensities of failure of all components 
keeps constant. In section 5 we give some ways for estimating intensities of repairs 
and failures in different cases. At the end we present some concrete results and exper-
iments. 

2 A model with one component 

We consider a reliability model of a simple unit with graduate failures. Let the state 
space of the unit be represent with the set E={0,1,2, ..., n}. This numbers indicate a 
possible level of gradual failure of the unit, and greater number represents greater 
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working level of the unit. So n means perfect level and 0 means a total failure. Gradu-
ate failure means that only possible downfall of the unit is from state i to state i-1. 
The unit can be repaired in such a way that after any repair the unit returns back to the 
initial state, which is the perfect state. 
The behaviour of the unit is represent by a Markov Process X={X(t):t≥0} with dis-
crete state space E and transition intensities λ for failure and µ for repair. So, the one 
level down transition time, (the time needed to fall from state i to state i-1) has an ex-
ponential distribution with parameter λ, and repair time (time needed to get from state 
i to state n) has exponential distribution with parameter µ. Let Tk is the random varia-
ble that represents the time to the first entry at level k. Then the reliability function for 
level k is:  
Rk(t)=P(Tk>t)  (1) 
We would like to find density function for this random variable Tk.  
We consider a unit that falls down from state n to state k (n>k) with r repairs, r∈N. 
This can be done such that the state of the unit continuously falls down to state 
pi∈{k+1, k+2, ..., n−1} for i=1, ..., r and the unit is repaired and the last time state of 
the unit continuously falls down to the state k. Let m1 of these r states be equal to n−1, 
m2 to n−2 est... We define a vector (m1, m2, ..., mn-k-1) where m1+m2+ ...+mn-k-1=r and 
mi means that from all r repairs, mi are repairs from the state n-i to the perfect state. 
Let us fix the vector (m1, m2, ..., mn-k-1). There are 
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ways for received this vector. Then the probability to get such a vector is: 
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So, the density function of the transition time from initial state n to state k given the 
vector (m1, m2, ..., mn-k-1) is: 
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Let us define a set Ar by: 
Ar={(m1, m2, ..., mn-k-1)| m1+m2+ ...+mn-k-1=r} (6)  
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Now the density function of Tk is:  
fk,n(λ,µ,t)=
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and reliability function of Tk is: 

Rk,n(t)= dtt
t
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Density function of the total failure time is found for k=0 and it is: 
fn(λ,µ,t)=
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for reliability function is obtain: 

Rn(t)= dss
t
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3 Numerical calculation for density function 

We see that the density function of Tk (9), is an infinite convergent series, and for 
large r the members of this sum are sufficiently small. So it is possible to approximate 
this infinite series with a finite sum ignoring all members in that series after some r0 

with an error ε. Let us select a positive arbitrary ε. We would like to find a function 
such that the difference between that function and the density function fk is smaller 
than ε. For this reason we will calculate the probability for obtaining vector (m1, m2, 
..., mn-k-1) for which the sum: 
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So we choose r0 such that: 
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Now, the approximated density function of Tk is: 
fk,n(λ,µ,t)≈
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Similarly for the total failure time we get: 
fn(λ,µ,t)≈  (16) 
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4 Systems with several components 

In this section is consider a system with M components (M>1), with equal transition 
densities, and the number of possible states of the j-th component is nj+1. We suppose 
that components are mutually independent. The system can be repaired in such a way 
that after any repair all of the units are return back to their initial state, in fact after 
any repair, the system goes to its perfect state. It is also possible to repair a compo-
nent that is in a state of total failure. We also suppose that if K of the components are 
in level 0 than the intensity of one level failure of the remaining components increas-
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es 
KM

M
−

 times. Consequently the sum of intensities of one level failure of all com-

ponents is Mλ. Let the random variable T be the transition time from state (x1, x2, ..., 
xi, ..., xM) to state (x1, x2, ..., xi-1, ..., xM) of the system. Than: 
T=min{T1, T2 , ..., TM}  (17) 
where Tj is the one level transition time of the j-th component. Since Tj for j=1, ..., M 

are i.i.d. random variables with exponential distribution with parameter 
KM

M
−

λ, T 

has an exponential distribution with parameter Mλ. 
If we have a series system, the system total failure time is a minimum of the total 
failure times of its components. In that case reliability of the system is: 
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For a parallel system, system fails when all components are at state 0. The time for 
first entry of the system in this state, is the transition time needed for system to fall 
down from the state in which sum of all levels of the components is N=n1+n2+...+nM 
to state in which sum of all levels of components is 0. Reliability function for this 
type of system is: 

R(t)= dtt
t
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5 Estimation of the parameters 

In this section we consider the problem for estimation the unknown parameters λ and 
µ in the density and reliability function from a given data that represent failure of the 
system. First note that we can have different kind of data, in fact we can know exactly 
with which level works the system in any time, or only when it is in the state of total 
failure, i.e. level 0. Also we can have the information how many times the system is 
repaired before its total failure, and from what level it is repaired. In this section we 
will give the methods for estimating unknown parameters in some of that different 
situation. We illustrate the procedure for a system with one component, because we 
see that the all system can be regarded as a one-component system. 
First look at the case when the system is under control in any time. This means that 
we know the exact time for staying in any state and the following state of the system. 
The data consists of 4 parameters (i, timei, state1i, state2i), were timei is the time of 
staying in state1i and state2i is the following state in which system or component goes 
after exiting state1i. We know that the time for transition from state n to state n-1 has 
exponential distribution with parameterλ, and all other transitions have exponential 
distribution with parameter γ =λ+µ. Then the ML estimator of the parameter λ from 
the data ti

n,n-1 of times for transition of state n to n-1 is: 
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Were an,n-1 is the number of all transitions from state n to state n-1. From the other 
hand if a is the number of all transitions and ti

j,k is time for i-th transition which is 
from state j to state k we have: 
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If we have an,n-1 transitions from state n to state n-1, than we have an,n-1-1 repairs. 
From here we can conclude that the probability for repair is equal to  

a
a nn 11, −−  (22) 

and probability to failure is 

a
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From the other hand the repairs and failure probability is equal to 
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Using (20) we make corrections in estimating parameters λ and µ as: 

a
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ˆˆ)(ˆ λλ
λ −− +−
=  and λγµ ˆˆˆ −=  (25) 

Next case we regarded is when we only have data for total failure. Let T=T0, then we 
have: 
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where 
µλ

λ
+

=p  and m is the data number. From here we can estimate unknown 

parameters but solving that system of equation is not easy at all. For that reason we 
give the ways for estimating parameters when we know how many repairs we have 
and from where it is.  

Let we have bi,j repairs from i-th level in j-th total failure. Set bi= ,
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At the last we consider the case when we know only how many repairs we have. Let 
the mean of repairs is equal to N. The probability to have one repair is equal to 1-pn-1, 
and the probability to have repair from i-th level if we already have repair is: 
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From here the expected number of repairs from i-th level is: 
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When we took this in (28) we obtain: 
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From this and equation (29) we can obtain the unknown intensities. 
After estimation of intensities, we are going to estimate the density function of the 
process we have.  
Example1: We have simulated data for system with set of levels E={0,1,2,3,4} with 
repair intensity 1 and failure intensity 3.5. The estimated intensities, in the case when 
we have system which is under control in any time are λ̂ =3.5144 and µ̂ =1.0992. 
Next figures give the histogram and estimate approximate density functions.  

2 4 6 8
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Fig1: For λ̂ =3.5144, µ̂ =1.0992 and first entry in level 0 

Example2: For simulated data for system with set of levels E={0,1,2,3} with repair 
intensity 2 and failure intensity 5. The estimated intensities, in the case when we have 
system which is under control in any time are 1

öλ =5.02 and 1µ̂ =1.98. Next figures 
give the histogram and estimate approximate density functions. 
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Fig 2: For 1
öλ =5.02, 1µ̂ =1.98  
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The estimated intensities in the case when we know number of repairs are 2
öλ =5.03 

and 2µ̂ =1.97. The histogram and estimated density function for this case is on the 
following picture: 
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Fig 3: For 2
öλ =5.03, 2µ̂ =1.97 

6 Conclusion 

In this paper we regard a model of multi-state repairable system. We suppose that the 
system work in that way so its quality decrease step by step with same intensity of all 
levels and it can be repaired only to the perfect state, also with same intensity for all 
levels. We are concentrate to the reliability of that system and look for mathematical 
tools for calculating reliability function for a given system from given data, when we 
assume that the system is of the kind we propose. 
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